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EXECUTIVE SUMMARY

Advances in digital technologies coupled with 
globalization have fundamentally transformed 
human interactions, enabled new forms of commu-
nication and facilitated the sharing of information 
across borders. Despite their transformative nature, 
digital technologies pose risks of spreading misin-
formation and violence. They have ignited new 
forms and patterns of violence against women and 
girls (VAWG) due to unique characteristics, includ-
ing a vast reach and scale, the rapid dissemination 
of information, the ease of communication, and 
anonymity, automation and affordability.1

The term technology-facilitated violence against 
women and girls (TF VAWG)2 captures both existing 
forms of VAWG exacerbated by technologies and 
new forms that have emerged through technolo-
gies in online and offline spaces. TF VAWG forms 
a continuum of multiple, recurring and interrelated 
forms of violence operating across multiple plat-
forms and media, including social media, messaging 
applications, emails, and smart devices and tools. 
TF VAWG is also used to perpetrate offline VAWG. 
For example, technologies are used to monitor 
and control women’s movements, such as through 
devices including smart watches or video doorbells 
that connect to smartphones. TF VAWG encom-
passes various harmful behaviours, including cyber-
stalking, doxing, non-consensual intimate image 
abuse, deepfakes and unwanted messages or posts.

1. The inclusion of practices in this Compendium does not mean that they or the companies or organisations that are leading 
them are endorsed by UN Women or the United Nations. 

Global Trends to Prevent and Respond to Technology-
Facilitated Violence against Women and Girls: A 
Compendium of Emerging Practices (referred to 
as the Compendium moving forward) compiles, 
reviews and organizes emerging practices to 
address TF VAWG. It is a living document that high-
lights different approaches, tactics and strategies 
adopted by governments, civil society, the United 
Nations and technology companies.1 Through a 
review and categorization of existing resources as 
well as an identification of gaps, the Compendium 
provides a tool for policymakers, advocates and 
practitioners addressing TF VAWG. 

The Compendium was developed in collaboration 
with experts and practitioners in VAWG and TF 
VAWG, including with the global community of prac-
tice established by the Sexual Violence Research 
Initiative (SVRI), to uphold accuracy and relevance. 
It details trends and contextual differences, offer-
ing a nuanced understanding of TF VAWG inter-
ventions across different platforms and contexts. 
The practices presented show the importance of 
establishing comprehensive frameworks and inter-
ventions based on multistakeholder collaboration 
and a shared understanding of how technologies 
can and are used to perpetuate or facilitate VAWG. 
The Compendium overall seeks to increase knowl-
edge and encourage efforts to prevent and respond 
to TF VAWG.
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INTRODUCTION
BACKGROUND

In today’s hyperconnected world, the digital revo-
lution has transformed every aspect of our lives, 
offering unprecedented opportunities for communi-
cation, learning, earning and activism. It has played 
a critical role in women’s collective organizing and 
advocacy to end VAWG and gender discrimination, 
and become a powerful tool to connect feminist 
movements.3 Yet the digital realm has also become 
another setting where women and girls, in all their 
diversity, experience violence.4 

TF VAWG is a pervasive threat that transcends 
borders and invades the most personal aspects 
of women’s lives. Increased access to and use of 
information communications technology (ICT) 
and digital tools has exacerbated existing forms of 
VAWG, including sexual harassment, and given rise 
to new forms,5 such as non-consensual image-shar-
ing, zoom-bombing, doxing, deepfake videos and 
gendered disinformation. As technology, digital 
tools and applications evolve, so do the forms and 
patterns of violence. TF VAWG is not confined to 
any single platform or medium; it operates across 
social media, messaging apps, emails, gaming, 
educational and professional platforms, global posi-
tioning systems and smart devices, often leaving 
victims-survivors vulnerable, isolated and without 
recourse. 

Despite limited globally comparable data, studies 
show that technology-facilitated violence is wide-
spread. Prevalence among women ranges from 16 
to 58 per cent.6 Younger women,7 particularly in Gen 
Z (born between 1997 and 2012) and Millennials 
(born between 1981 and 1996), are more at risk; 
girls face severe impacts.8 In 2024, 97 per cent of 
child sexual abuse imagery where the victim’s sex 
was recorded showed girls only. Often, images were 
“self-generated” under coercion, grooming or extor-
tion, most commonly targeting 11–13 year-olds, 
with a sharp rise among 7–10 year-olds.9 Around 40 

per cent of girls report harassment at least monthly 
and 11 per cent daily or almost daily, echoing earlier 
findings that 58 per cent of girls have personally 
experienced online abuse.10 

Related harms are escalating, with a 192 per cent 
annual rise in online enticement reports in 2024 and 
over 26,000 cases of financial sextortion in 2023.11 

Perpetrators are often known to the victim-survi-
vor, and risks are heightened for women politi-
cians, journalists, human rights and environmental 
defenders, feminist activists, and women and girls 
perceived as challenging gender norms and patri-
archal structures, including LGBTQI+ (lesbian, gay, 
bisexual, transgender, queer/questioning, intersex 
plus) individuals and those with limited access to 
digital tools and literacy. TF VAWG disproportion-
ately impacts women and girls. The most affected 
groups include women facing multiple and inter-
secting forms of discrimination, such as racialized 
women and women belonging to religious or ethnic 
minorities,12 young women,13 poor women14 and 
women with disabilities.15

The urgency of this issue cannot be overstated. TF 
VAWG is not only confined to online spaces. Virtual 
reality and the metaverse are creating new digital 
spaces for misogyny and sexual violence, which are 
further exacerbated by the growth of artificial intel-
ligence, such as deepfake sexual videos.16 Digital 
platforms are being exploited to spread gendered 
misinformation and disinformation, which is fuelling 
extreme misogyny and anti-gender rhetoric aimed 
at pushing back against progress made on gender 
equality. The manosphere opens even more scope 
for TF VAWG. It is understood as a loose network 
of communities focused on issues relating to men. 
But these communities are predominantly male 
extremist and incel groups17 engaged in harmful 
rhetoric against women, girls, LGBTQI+ individuals 
and other groups. They reinforce violent behaviour 
online and offline.18 
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As evidence grows on the severity and scale of TF 
VAWG, the need for targeted and effective interven-
tions has become more urgent. Rapidly evolving tech-
nology necessitates robust and flexible legal, policy 
and accountability frameworks. Addressing TF VAWG 
requires a comprehensive approach, including laws 
consistent with international human rights law; regu-
latory frameworks that are effectively implemented; 
greater investments in quality research guided by 
priorities identified by researchers and practitioners; 
robust evidence-based programming for prevention 
and response, including through technology compa-
nies, along with actions to improve transparency; 
and partnerships among governments, technol-
ogy providers, and civil society and women’s rights 
organizations.

PURPOSE AND SCOPE 

The Compendium provides an overview of emerging 
practices and interventions by different actors, with 
a focus on governments, civil society organizations 
and technology companies. It showcases select laws, 
policies, programmes and initiatives, and highlights 
global trends in addressing, preventing and responding 
to TF VAWG.

WHO IS THE COMPENDIUM FOR?

The Compendium is designed for governments, 
policymakers, researchers, civil society organiza-
tions, technology companies and other stakehold-
ers engaged and interested in addressing TF VAWG. 

HOW WAS THE COMPENDIUM 
DEVELOPED?

A multi-step process to develop the Compendium 
began with comprehensive data collection. This exer-
cise, conducted over one year, used a combination of 
database-driven research, literature reviews and anal-
ysis of government reports, predominantly in English 
and Spanish. Data were triangulated from various 
sources, including UN Women’s Global Database on 
Violence Against Women; Member State submis-
sions to reports of the United Nations Secretary-
General and the review of the thirtieth anniversary 
of implementation of the Beijing Declaration and 
Platform for Action; the global community of prac-
tice established by the Sexual Violence Research 
Initiative (SVRI), reports from civil society organi-
zations, intergovernmental bodies and other United 
Nations entities; and academic and grey literature.

Objectives of the Compendium 

Centralization of 
emerging practices

To create a single, accessible resource that consolidates emerging practices, in-
cluding select laws, policies, programmes and initiatives aimed at preventing  
and responding to TF VAWG.

Facilitating  
collaboration

To highlight successful partnerships and cooperative efforts among govern-
ments, civil society organizations, technology companies and other stakeholders  
to encourage cross-sector collaboration.

Supporting policy and 
programmatic action

To provide examples of different practices to prevent and respond to TF VAWG,  
and to inspire action by policymakers, advocates and practitioners in developing new 
or reviewing existing strategies, policies and frameworks to prevent and respond to 
TF VAWG.

Evolve with evidence  
and experience

To serve as a living resource that will be refined and expanded as new data, evalua-
tions, guidance and innovative approaches become available. By capturing current 
trends while remaining adaptable to future developments, the Compendium aims 
to deepen understanding and support interventions that are evidence-informed, 
contextually relevant, and capable of achieving meaningful, sustained reductions in 
violence.
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Once collected, interventions were categorized 
based on several variables, including their nature, 
scope and source, and clustered around specific 
intervention areas, namely: normative frameworks, 
legislative measures, and prevention and response 
mechanisms. Interventions were then assessed 
based on specific criteria of relevance and impact. 
These included a focus on directly addressing TF 
VAWG, comprising specific forms such as digital 
violence, including online harassment and non-con-
sensual intimate image-sharing. Geographic diver-
sity was a key consideration, with efforts to include 
interventions from different regions to capture 
how TF VAWG manifests and is being addressed 
across cultural and socioeconomic contexts. 
Additionally, the criteria emphasized innovations, 
particularly those leveraging new technologies, 
and prioritized sustainability by highlighting initia-
tives designed for long-term impact and scalabil-
ity. The Compendium aims to provide a balanced 
perspective by presenting interventions by govern-
ments, civil society organizations and technology 
companies.  

The Compendium uses the term “emerging prac-
tices” to refer to new, innovative or evolving strat-
egies or approaches that have been developed, 
piloted and implemented to address TF VAWG. 
These may not yet have the strong base of evidence 
required to define them as “promising” or “good” 
practices. They may require further monitoring and 
assessment before being considered for replication 
and/or scale-up.

LIMITATIONS 

The Compendium is limited in scope due to its reli-
ance on publicly available sources. Many interven-
tions by governments, civil society organizations 
and technology companies may currently remain 
unpublished or inaccessible. In line with the defi-
nition of emerging practices above, the impact of 
these interventions is generally not fully under-
stood. Many are recent; most have not yet been 
properly evaluated. The Compilation serves as a 
starting point for at least understanding current 
efforts to strengthen responses and prevent 

TF VAWG, while recognizing the need for more 
comprehensive and diverse data collection and 
analysis in the future. 

HOW TO USE THE COMPENDIUM 

The Compendium should be read and understood 
as a dynamic, evolving document. It is not intended 
to encompass all interventions but rather curates 
interventions to illustrate different practices and 
approaches adopted by diverse stakeholders across 
different contexts. Examples were carefully selected 
to highlight best or emerging practices for each 
trend. As more information becomes available, the 
Compendium will be updated to reflect new data, 
evaluations and innovations, keeping it relevant and 
responsive to the fast-changing nature of technolo-
gy-facilitated violence. 

Some initiatives featured in the Compendium 
address multiple aspects of prevention and 
response, or operate across different sectors (for 
example, digital tools that also function as reporting 
mechanisms). For ease of navigation, each exam-
ple has been placed under the subsection that best 
reflects its primary function or where the bulk of its 
work is situated. This categorization is not intended 
to be exhaustive, but rather to provide readers with a 
clear structure to explore emerging practices.

The Compendium can be used based on readers’ 
interests and needs. Each chapter outline identifies 
the most relevant content. 

OVERVIEW OF CHAPTERS 

The first chapter provides an overview of the global 
and regional normative framework that sets stan-
dards for addressing TF VAWG. The chapter high-
lights progress in global understanding of TF VAWG 
and efforts to address it. 

The second chapter delves into legislative efforts 
by countries to address TF VAWG. It highlights 
different approaches by national and subnational 
lawmakers. 

The third chapter focuses on initiatives and 
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strategies to prevent TF VAWG. These include 
educational programmes, awareness-raising 
campaigns, efforts to shift social norms and tech-
nological solutions. 

The fourth chapter examines response mecha-
nisms, looking at support systems and resources 
for TF VAWG victims-survivors. It explores the roles 

of law enforcement, judicial systems and technology 
companies in upholding accountability. 

The fifth chapter provides a summary and offers 
ways forward, presenting recommendations on 
crucial actions to create safe and equitable digi-
tal spaces for women and girls and marginalized 
groups, free from violence and harm.
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OVERVIEW OF GLOBAL 
AND REGIONAL 
NORMATIVE FRAMEWORKS 
ON ADDRESSING 
TECHNOLOGY-FACILITATED 
VIOLENCE AGAINST 
WOMEN AND GIRLS

1
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Global and regional norms increasingly recognize TF VAWG as part of the continuum 
of gender-based violence. Early instruments on ending violence against women pre-
dated today’s digital harms but acknowledged the gendered impact of technological 
change. The 1995 Beijing Declaration and Platform for Action urged measures to mit-
igate technology’s effects on women and to ensure equal participation in digital de-
velopments.19 As evidence on TF VAWG has accumulated, intergovernmental bodies 
have begun to integrate digital harms more explicitly into women’s rights agendas.

Over the past decade, global and regional frame-
works have moved from implicit recognition to more 
direct articulation.20 They trace a clear trajectory: 
Early attention to the gendered implications of tech-
nology has evolved into increasingly specific global 
and regional commitments that locate TF VAWG 

within human rights and digital governance agen-
das. Further, they conceptualize it as part of a contin-
uum of violence requiring prevention, protection and 
accountability across interconnected online and 
offline environments.21

Photo: UN Women/Ploy Phutpheng
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1.   GLOBAL NORMATIVE FRAMEWORKS

Convention on the Elimination of All 
Forms of Discrimination against Women 

2017: While the 1979 Convention on the Elimination 
of All Forms of Discrimination against Women22 
did not address TF VAWG, in 2017, General 
Recommendation No. 3523 identified it as an emerg-
ing form of gender-based violence, thereby clari-
fying that such new manifestations fell within the 
treaty’s scope.

Agreed conclusions of the Commission 
on the Status of Women

2013: The Commission on the Status of Women, for 
the first time, clearly recognized that ICT and social 
media could be used to perpetrate violence against 
women and girls, and urged the development of 
mechanisms to address it.24

2023: The Commission’s agreed conclusions 
on innovation and technological change25 called 
for a policy of zero tolerance against all forms of 
violence against women in the digital sphere, includ-
ing harassment, stalking, bullying, surveillance and 
extortion. They stressed the need to develop and/
or strengthen legislation that protects women and 
girls from TF VAWG.

Resolutions of the United Nations 
General Assembly

2022: General Assembly Resolution 77/193 on the 
intensification of efforts to eliminate all forms of 
violence against women and girls: gender stereo-
types and negative social norms26 for the first time 
explicitly urged States to address the risks posed by 
digital technologies. 

2022: General Assembly Resolution 77/194 on 
trafficking in women and girls27 acknowledged the 
role of ICT in facilitating trafficking.

2024: At the Summit of the Future, UN Member 
States adopted the Global Digital Compact,28 an 
annex to the Pact for the Future, as the first compre-
hensive framework for global governance of digital 

technologies and artificial intelligence. The Compact 
acknowledges the potential for harm posed by digi-
tal platforms and calls for secure online spaces, the 
development of standards and guidelines to prevent 
harmful content, and national legislation aligned 
with international human rights law. 

2024: General Assembly Resolution 79/152 on 
the intensification of efforts to eliminate all forms 
of violence against women and girls: the digital 
environment29 urged Member States to enact and 
enforce legislation to prevent, investigate and pros-
ecute online violence; strengthen survivor-centred 
support, including confidential reporting and referral 
pathways; and ensure women and girls have access 
to digital literacy and online safety skills. It called 
on States to avoid the use of artificial intelligence 
systems that cannot be operated in compliance with 
human rights law or that create disproportionate 
risks, and to strengthen cooperation with women’s 
rights organizations and the private sector in build-
ing safe digital spaces.

2024: General Assembly Resolution 79/154 on 
trafficking in women and girls30 further emphasized 
the misuse of ICT to facilitate trafficking, urging 
enhanced international cooperation to combat 
online trafficking, improve mechanisms to detect 
and remove exploitative content, and integrate survi-
vor-centred, gender-responsive approaches into 
anti-trafficking strategies.

United Nations Convention against 
Cybercrime

2024: The General Assembly adopted the United 
Nations Convention against Cybercrime.31

United Nations Human Rights Council 

2018: Resolution 38/5 called for State action to 
prevent TF VAWG.32

2022: Resolution 51/10 on countering cyberbullying 
called for strengthening legal frameworks.33

2023: Resolution 53/29 focused on the impact of 
emerging technologies and called for better safe-
guards against TF VAWG.34
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2024: Resolution 55/10 called attention to the role 
of disinformation in exacerbating online violence,35 
and resolution 56/L.15 called for a comprehensive 
study to better understand TF VAWG and develop 
solutions with stakeholder involvement.36

2.    REGIONAL NORMATIVE 
FRAMEWORKS

Africa

In 2022, the African Commission on Human and 
Peoples’ Rights adopted a specific resolution on 

the protection of women against digital violence 
in Africa.37 It notably called on States to review 
and amend their laws to include digital violence, 
and to expand their definitions of gender-based 
violence to include forms of digital violence such 
as cyberharassment, cyberstalking, sexist hate 
speech and others. The Commission urged States 
to conduct research on digital violence, develop 
educational campaigns addressing its root causes, 
and implement training programmes for practi-
tioners and professionals supporting victims-survi-
vors. Additionally, it called for measures to protect 
women journalists and for the revision of vague and 

General 
Recommendation 

No. 35

The Commission on the 
Status of Women recognized 
that ICT and social media could 
be used to perpetrate VAWG

HRC Resolution 38/5

HRC Resolution 51/10

HRC Resolution 55/10 

HRC Resolution 56/L.15

UNGA Resolution 77/194

UNGA Resolution 79/154

UNGA Resolution 77/193 

UNGA Resolution 79/152

HRC Resolution 53/29

United Nations Convention 
against Cybercrime.

Global Digital Compact, an annex 
to the Pact for the Future

CSW agreed conclusions on innovation 
and technological change

2013
2014

2015
2016

2017
2018

2019
2020

2021
2022

2023
2024

SUMMARY TIMELINE
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overreaching surveillance laws that disproportion-
ately impact them. 

In 2025, the African Union adopted the Convention 
on Ending Violence Against Women and Girls,38 a 
legally binding framework for the prevention, elimi-
nation and effective response to all forms of violence 
against women, including those perpetrated on 
online platforms.

Asia

Adopted in 2013, the Association of Southeast Asian 
Nations (ASEAN) Declaration on the Elimination 
of Violence Against Women and Elimination of 
Violence Against Children39 explicitly recognizes 
that violence against women and children can also 
happen in “cyberspace”. It calls for strengthening 
legislation and adopting a holistic approach to elim-
inate all forms of violence. The ASEAN Regional 
Plan of Action on the Elimination of Violence 
Against Women (2016–2025)40 subsequently called 
on ASEAN member States to  “review and revise 
national laws in recognition and consideration 
of new and emerging forms of [violence against 
women], such as sexual violence against women in 
cyberspace”. A midterm review suggested prioritiz-
ing the development of guidelines to support various 
groups of vulnerable women and address different 
forms of violence, including underrecognized types 
such as cyberviolence.41

Europe

In 2021, the Council of Europe Group of Experts 
on Action against Violence against Women 
and Domestic Violence, the treaty body of the 
2011 Istanbul Convention,42 issued General 
Recommendation No. 1 on the Digital Dimension of 
Violence against Women.43 It recognizes “the perpe-
tration of violence against women online or with the 
help of technology as a continuity of the different 
forms of such violence that affects and exacerbates 
women and girls’ experiences of gender-based 
violence against women to an alarming extent”. The 
group further clarified that “non-consensual image 
or video sharing, coercion and threats, including rape 

threats, sexualised bullying and other forms of intim-
idation, online sexual harassment, impersonation, 
online stalking or stalking via the Internet of Things 
(IoT) as well as psychological abuse and economic 
harm perpetrated via digital means against women 
and girls all come under the [...] definition [of violence 
against women set out in Article 3a of the Istanbul 
Convention]”. The recommendation called on States 
Parties to implement prevention measures such as 
digital literacy programmes, protection mechanisms 
such as victim-survivor support services, and pros-
ecution strategies to strengthen legal frameworks 
and law enforcement. It emphasized the need for 
coordinated policies among governments, civil soci-
ety and the private sector to combat digital violence 
effectively.

In 2022, the European Union passed the Digital 
Service Act,44 which establishes a comprehen-
sive regulatory framework for online platforms, 
digital services and intermediaries operating in 
the European Union. The Act requires platforms 
to establish measures to counter the spread of 
illegal goods, services or content online, such as 
mechanisms for users to flag such content and 
for platforms to cooperate with “trusted flaggers”.45 
Specifically, providers of very large online plat-
forms “used for the dissemination to the public of 
pornographic content” are required to ensure that 
victims can effectively exercise their rights to have 
content representing non-consensual sharing of 
intimate or manipulated material removed “through 
the rapid processing of notices and removal of such 
content without undue delay”.

In May 2024, the European Parliament and Council 
adopted Directive (EU) 2024/1385,46 the European 
Union’s first comprehensive legal instrument to 
combat violence against women and domestic 
violence. Crucially, it brings online harms explicitly 
within its scope. The Directive criminalizes seri-
ous forms of cyberviolence across all Member 
States – namely, the non-consensual sharing of 
intimate or manipulated images, cyberstalking, 
cyberharassment and cyberincitement to hatred 
or violence based on gender. Member States are 
required to transpose these provisions into national 
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law by June 2027, ensuring these online offences 
are uniformly addressed across the Union. Beyond 
defining these cyberoffences, the Directive also 
mandates robust victim protection, access to 
justice, prevention measures and coordination 
among authorities. It anchors digital gender-based 
violence within a broader framework of gender-sen-
sitive legal and institutional responses.  

Latin America and the Caribbean

In 2022, the follow-up mechanism to the 1994 Inter-
American Convention on the Prevention, Punishment 
and Eradication of Violence Against Women (Belém 
do Pará Convention)47 clarified the application of the 
Convention to cyberviolence against women and 
girls through a dedicated report.48 The mechanism 
is currently developing a model law for the region 
to prevent, punish and eradicate TF VAWG, which 
would provide countries with legislative guidance 
to address the issue effectively.49

Pacific

In 2023, the first regional symposium on cyber-
violence, Safe and Equal Online Spaces – Pacific 
Cyber Safety, led to the adoption of the Pacific-led 
Priorities Document on Technology-Facilitated 
Gender-Based Violence. It called for strengthen-
ing legislation, policies, awareness, research and 
training across the region to address online abuse.50 
This was the first normative step explicitly fram-
ing TF VAWG within Pacific regional gender equal-
ity commitments, including the Pacific Leaders 
Gender Equality Declaration.51 The document also 
emphasized reviewing national legal frameworks, 
closing legislative gaps and developing model 
provisions tailored to Pacific contexts, while prior-
itizing capacity-building for police, judicial actors 
and front-line services responding to gender-based 
violence. It identified regional coordination as crit-
ical, with recommendations to share resources, 
legal templates and advocacy strategies to respond 
collectively to TF VAWG.

﻿

CONCLUSION

This chapter highlights the increasing recognition 
of TF VAWG in global and regional normative frame-
works, alongside its gradual integration into human 
rights and digital governance instruments. Several 
persistent gaps and challenges remain, however. 
These include:

1.	 Fragmented definitions and scope: The absence 
of a universally agreed definition of TF VAWG 
results in uneven interpretation and coverage 
across instruments, leading to inconsistent 
protections and obligations.

2.	Predominance of non-binding commitments: 
Many global and regional agreements artic-
ulate principles but lack enforceable obliga-
tions, creating variability in national uptake and 
implementation.

3.	Uneven regional progress: While some regions 
have embedded TF VAWG into binding frame-
works, others rely on soft law or are still develop-
ing dedicated provisions, resulting in disparities 
in legal protections and enforcement.

4.	Lag between adoption and operationalization: 
Recent commitments, both global and regional, 
often face long lead times before they are trans-
posed into national laws and supported with 
resources for enforcement (see chapter 2).

5.	Limited alignment with technology governance: 
Few normative frameworks integrate robust 
mechanisms to hold technology companies 
accountable or adapt to evolving harms linked to 
artificial intelligence, platform design and online 
business models.

6.	Data and monitoring gaps: Across both the 
global and regional levels, limited and inconsis-
tent data collection hinders the ability to track 
progress, assess impact and inform evidence-
based policy responses.
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Multistakeholder partnerships on technology-facilitated violence against 
women and girls

Collaborative efforts among multiple stakeholders to regulate online platforms and prevent TF VAWG are 
crucial to the safety and well-being of individuals, particularly women and marginalized groups, in digital 
spaces. Such initiatives are on the rise, involving governments, technology companies, civil society orga-
nizations, academia and international bodies. Below are some examples.

The Global Partnership for Action on 
Gender-Based Online Harassment 
and Abuse 

The Global Partnership for Action on Gender-
based Online Harassment and Abuse52 brings 
together53 partners committed to prioritizing, 
understanding, preventing and addressing the 
growing scourge of TF VAWG. It aims to create 
a comprehensive and multilevel strategy through 
intergovernmental work and its relationship with 
civil society and non-governmental organizations 
(NGOs). It is supported by a multistakeholder 
Advisory Group composed of victims-survivors, 
leaders and experts from civil society, research 
and academia, the private sector and international 
organizations. 

Key elements

•	Advances national, regional and multilateral poli-
cies and principles to address TF VAWG.

•	Scales up programming and resources to 
respond to TF VAWG.

•	Expands the supply and accessibility of reliable, 
comparable data.

•	Collects best practices and shared principles 
to establish common experiences that harmo-
nize prevention and response policies and 
programmes on TF VAWG.

•	Promotes accountability for producing reliable 
and comparable data, at the national, regional 
and global levels, to understand the complexity 
of gender-based violence and establish public 
policies accordingly.

The Action Coalitions on Technology 
and Innovation for Gender Equality 
and on Gender-Based Violence 
under the Generation Equality 

As part of the Generation Equality Forum held 
in 2021, the Action Coalition on Technology and 
Innovation for Gender Equality54  identified TF 
VAWG as one of its four priority action areas. 
This generated more than 50 commitments from 
governments, private sector, CSOs, youth networks, 
United Nations Agencies and philanthropic organi-
zations to develop policies, solutions and preven-
tion initiatives against online and TF VAWG and 
discrimination, with dedicated targets to monitor 
and accelerate progress to meet the Agenda 2030 
Goals. This work is complemented by the Action 
Coalition on Gender-Based Violence which aims 
at accelerating action towards the elimination of 
GBV against women and girls in all their diversity.

Key elements

•	Aims to address TF VAWG, including online 
harassment, the non-consensual sharing of 
intimate images, and other forms of abuse that 
affect women and girls using technology. 

•	Advocates for stronger laws and policies to 
address TF VAWG and require online and tech 
companies to take responsibility for preventing 
and responding to it.

•	Seeks to create a more inclusive digital ecosys-
tem where women, girls and marginalized 
groups are equally represented in tech design 
and decision-making.
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•	Fosters multistakeholder partnerships, including 
through knowledge-sharing, exchanges of good 
practices, aligned efforts, shared resources and 
coordinated global approaches to leverage influ-
ence in ending TF VAWG.

Global Online Safety 
Regulators Network

Launched in November 2022, the Global Online 
Safety Regulators Network55 is a coalition of 
independent regulators – including the eSafety 
Commissioner (Australia), the Online Safety 
Commission (Fiji), Coimisiún na Meán (Ireland) 
and Ofcom (United Kingdom) – working together 
to address online harms through coordinated 
regulatory approaches. The network facilitates 
information-sharing, joint learning and the devel-
opment of consistent standards to strengthen the 
accountability of online platforms, with particular 
attention to harms disproportionately impacting 
women and girls. It also engages with external 
observers, such as from civil society, academia, 

industry and multilateral bodies, to broaden collab-
oration and promote a rights-based approach to 
online safety.

Key elements

•	Coordinates cross-border regulatory 
approaches to platform risk assessments and 
oversight, supporting coherent standards to 
address TF VAWG.

•	Develops shared tools, such as the Online Safety 
Regulatory Index and collective position state-
ments, to guide global practice.

•	Provides an observer mechanism to include 
civil society, academia, international organiza-
tions and industry in knowledge-sharing and 
joint action.

•	Strengthens capacities among regulators to 
hold platforms accountable for user safety, 
including in tackling image-based abuse and 
other forms of TF VAWG.

Photo: UN Women Sri Lanka/Jeewan Vithanage/Vimukthi Maduwantha-Raveendra Rohana
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VIOLENCE AGAINST 
WOMEN AND GIRLS
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National legal and policy responses to TF VAWG have developed unevenly but are ex-
panding rapidly, often drawing on global and regional commitments while adapting to 
domestic legal traditions. In the absence of harmonized definitions or a standardized 
approach, countries have pursued a variety of pathways to legislate against TF VAWG, 
reflecting both the urgency of addressing new harms and the challenges of adapting 
existing frameworks. UN Women is working to address this gap through the produc-
tion of a Supplement to the Handbook for Legislation on Violence against Women that 
is focused on TF VAWG specifically.

Broadly, three legislative approaches can be 
identified:

1.	 The integration of TF VAWG within compre-
hensive VAWG legislation: Some countries 
have expanded existing laws on violence against 
women and girls to explicitly cover digital and 
technology-facilitated forms of abuse. These 
comprehensive frameworks typically criminal-
ize the most severe forms of VAWG, embed and 
implement preventive and protective measures, 
strengthen victim-survivor support (includ-
ing through health, economic, psychosocial 
and legal services) and enforce appropriate 

penalties for perpetrators. They may facilitate 
multisectoral coordination across institutions 
and include mechanisms for monitoring imple-
mentation and collecting data.56

2.	 Targeted legislative measures: Some countries 
have adopted legislative measures specifically 
targeting select forms of TF VAWG, such as 
cyberstalking, digital harassment or the non-con-
sensual dissemination of intimate images. This 
has entailed either amending existing laws origi-
nally focused on different forms of offline VAWG 
or adopting stand-alone laws solely addressing 
one or more forms of TF VAWG.

Photo: UN Women Sri Lanka/Jeewan Vithanage/Vimukthi Maduwantha/Raveendra Rohana
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3.	 Online safety and cyberlaws: Many govern-
ments have used broader cybercrime or online 
safety frameworks to address forms of digital 
harm that overlap with TF VAWG. While not 
always explicitly framed through a gender lens, 
these laws often cover key offences, such as 
image-based abuse, cyberbullying or online 
exploitation. They may establish regulatory 
bodies to oversee compliance by technology 
companies and digital service providers.

Together, these approaches illustrate progress in 
recognizing and legislating against TF VAWG and 
the diversity of legal responses across jurisdictions. 
This chapter provides an overview of each approach, 
illustrated by examples from different countries. 
Please consult the Global Database on VAWG for 
additional examples of TF VAWG-related legislation.

1.    INTEGRATING TECHNOLOGY-
FACILITATED VIOLENCE AGAINST 
WOMEN AND GIRLS WITHIN 
COMPREHENSIVE LEGISLATION 
ON ENDING VIOLENCE 

Olimpia Law, Argentina

In 2023, inspired by the pioneer Olimpia Law in 
Mexico,57 Argentina enacted its own Olimpia Law.58 
This legislation amended the Integral Protection 
Law to Prevent, Punish and Eradicate Violence 
Against Women (Law 26.485),59 adding “digi-
tal violence” across existing provisions to clarify 
their applicability in such cases. The law provides 
a broad definition of digital violence, covering 
multiple manifestations of “any conduct, action or 
omission against women based on their gender 
that is committed, instigated or aggravated, in 
part or in whole, with the assistance, use and/or 
appropriation of information and communication 
technologies, with the aim of causing physical, 
psychological, economic, sexual or moral harm, 
both in the private and public spheres, to them or 
their family group” (unofficial translation).

Key elements

•	Definition: In addition to providing a broad 
definition of digital violence, the law specifies 
certain forms to which it can apply, including 
the non-consensual sharing of intimate images, 
deepfakes, misogynistic hate speech, harass-
ment, threats, extortion, control or spying on 
virtual activity, unauthorized access to electronic 
devices or online accounts, theft and non-con-
sensual dissemination of personal data, actions 
that violate the sexual integrity of women and 
cyberattacks.

•	Protection for victims-survivors: The law 
provides for a free and accessible multi-sup-
port telephone and digital helpline, and requests 
the compilation of service use data. It empow-
ers victims-survivors to request the removal of 
harmful content and access legal and psycho-
social support. It also allows them to seek 
protective measures, such as restraining orders, 
in response to online threats. 

•	Penalties for offenders: Offenders may face 
imprisonment of up to four years as well as 
financial penalties. 

•	Responsibilities of digital service provid-
ers: The law requires digital and online service 
providers to implement safeguards to prevent 
the dissemination of harmful content. They are 
required to remove content and cooperate in 
investigations of TF VAWG cases; non-compli-
ance results in fines. 

•	Preventative measures and education: The 
legislation emphasizes public awareness 
and education to prevent digital violence. It 
mandates the Ministry of National Education 
to promote digital literacy programmes, encour-
age good practices in using ICT and facilitate the 
identification of digital violence. These initiatives 
are to be integrated into comprehensive sexual-
ity education classes, other educational content 
and teacher training programmes.
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Rose Leonel Law (Law No.13.772/2018), Brazil

In 2018, Brazil passed Law No. 13.722/2018.60 It 
introduced significant amendments to both the Lei 
Maria da Penha (Law No. 11.340/2006)61 and the 
Brazilian Penal Code (Decree-Law No. 2.848/1940)62 
aimed at addressing violations of women’s privacy 
and TF VAWG. The law criminalized intimate image 
abuse and digital harassment and exploitation. It 
recognizes the role of digital platforms and online 
tools in perpetrating sexual violence, and acknowl-
edges the increasing prevalence of TF VAWG as 
well as the severe harm that non-consensual 
image-sharing can cause. It applies to instances 
where deepfake technology is used to manipulate 
or fabricate intimate content. 

Key elements

•	 Definition: The law includes non-consensual 
image-sharing in the definition of gender-based 
violence, recognizing it as a violation of privacy 
and personal dignity.

•	 Penalties for offenders: Penalties are stipu-
lated for non-consensual distribution of intimate 
content, cyberstalking and digital harassment, 
sexual extortion and coercion in the digital space, 
and virtual sexual exploitation. Stronger penal-
ties apply to aggravating crimes, such as cases 
of extortion or blackmail, or where minors are 
involved. 

•	 Protection for victims-survivors: Comprehensive 
legal protections for victims-survivors of digi-
tal violence cover both criminal and civil legal 
actions as well as provisions for victim support 
and public awareness. These protections may 
include restraining orders, mandates to remove 
content from digital platforms and provisions help-
ing victims-survivors to pursue legal action more 
effectively.

•	 Responsibilities of digital service providers: The 
law holds technology companies responsible for 
preventing the dissemination of non-consensual 
content, stipulating that they are expected to act 
against digital violence.

Law 15/2021, amending Galician Law 11/2007 
on the prevention and comprehensive 
treatment of gender-based violence, 
Galicia, Spain

In 2021, the 2007 Galician Law on the Prevention and 
Treatment of Gender-Based Violence63 (Ley 11/2007 
de prevención y tratamiento integral de la violencia 
de género) added a provision on “digital violence, or 
online violence”. This comprehensive law includes 
digital violence under Article 3 (h), which refers to “any 
act or conduct of gender-based violence committed, 
instigated or aggravated, in whole or in part, by the use 
of new information and communication technologies, 
such as the Internet, social media platforms, messag-
ing and email systems, or geolocation services, with 
the aim of discriminating against, humiliating, black-
mailing, harassing, or exercising control, dominance, 
or intrusion without consent into the victim’s privacy” 
(unofficial translation).

Key elements

•	 Definition: The law adopts a broad definition of TF 
VAWG and explicitly applies regardless of whether 
the aggressor has or had a marital, romantic or 
similar emotional relationship with the victim in 
the present or past, or is related to the victim. The 
definition includes acts of digital violence against 
women committed by men in their family or social, 
professional or academic environment.

•	 Prevention measures: The law establishes 
several measures to support dedicated TF 
VAWG prevention efforts. Notably, it provides for 
awareness-raising campaigns and training for 
young people on the prevention and identifica-
tion of behaviours that constitute digital VAWG. 
Education authorities are tasked with promot-
ing activities in school communities to prevent 
sexist behaviour and attitudes and gender-based 
violence, with special attention to digital gender-
based violence.

•	 Research and knowledge production: The 
law provides for a special research focus on 
TF VAWG, notably, to produce knowledge on 
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victims-survivors and perpetrators, the frequency 
and means through which such violence is 
committed, the impacts on victims-survivors and 
institutional responses.

•	 Collaboration with the tech sector: The law calls 
for the Government to promote collaboration 
with the main Internet intermediary platforms to 
establish flexible and urgent criteria and mecha-
nisms for reporting and removing content related 
to digital gender-based violence.

The Domestic Violence Amendment Act of 
2021, South Africa

South Africa’s Domestic Violence Amendment Act 
of 202164 expands protections under the original 
Domestic Violence Act of 1998,65 recognizing digi-
tal violence as a form of domestic abuse. The act 
acknowledges that domestic violence can occur 
through electronic communications, encompassing 
behaviours such as harassment, intimidation and 
emotional abuse conducted using digital platforms. 
Specifically, the 2021 amendments expand the legal 
framework to include coercive control, digital abuse, 
cyberharassment, online stalking and non-consen-
sual image-sharing. These changes help protect 
victims-survivors under domestic violence laws.

Key elements 

•	Protection for victims-survivors: Victims can 
apply for protection orders electronically, reduc-
ing barriers for those in urgent need of legal 
protection. The act introduces the concept of 
a “domestic violence safety monitoring notice”, 
allowing closer monitoring of compliance with 
protection orders. The police and courts can 
issue emergency digital protection orders, 
restricting abusers from contacting victims 
using any digital means.

•	Responsibilities of digital service provid-
ers: Courts can order digital platforms, includ-
ing social media platforms, to take down 
abusive content.

2.    TARGETED LEGISLATIVE  
MEASURES

Safe Space Act, The Philippines

The Safe Space Act, also known as the Republic 
Act No. 11313,66 was passed in 2018 to address 
gender-based sexual harassment. The law includes 
“online” among the settings where sexual harass-
ment can occur. It defines “gender-based online 
sexual harassment” as “an online conduct targeted 
at a particular person that causes or likely to cause 
another mental, emotional or psychological distress, 
and fear of personal safety, sexual harassment acts 
including unwanted sexual remarks and comments, 
threats, uploading or sharing of one’s photos without 
consent, video and audio recordings, cyberstalking 
and online identity theft”. A whole section of the 
law is dedicated to “gender-based online sexual 
harassment”.

Key elements

•	Definition of TF VAWG acts and the use of 
an intersectional approach: The law provides 
a list of acts in its definition of “gender-based 
online sexual harassment” to frame its appli-
cation. Specifically, it lists “physical, psycholog-
ical, and emotional threats, unwanted sexual 
misogynistic, transphobic, homophobic and 
sexist remarks and comments online whether 
publicly or through direct and private messages, 
[…] cyberstalking and incessant messaging, 
uploading and sharing without the consent of 
the victim, any form of media that contains 
photos, voice, or video with sexual content, any 
unauthorized recording and sharing of any of 
the victim’s photos, videos, or any information 
online, impersonating identities of victims online 
or posting lies about victims to harm their repu-
tation, or filing, false abuse reports to online plat-
forms to silence victims”.

•	 Implementing body: The law clearly identifies 
the law enforcement body responsible for imple-
mentation (the Philippine National Police Anti-
Cybercrime Group). It is tasked with providing 
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adjusted services, including complaint filing, 
the development of an online reporting mech-
anism and perpetrator accountability. Another 
police unit, the Cybercrime Investigation and 
Coordinating Center, is tasked with monitoring 
and penalization measures.

•	Penalties: Provides penalties for individuals 
and juridical persons found guilty of digital 
violence, from fines to the revocation of licenses 
or franchises.  

2025 Take It Down Act, United States

The Take It Down Act (S. 146), enacted as Public Law 
No: 119-12 on 19 May 2025,67 is federal legislation 
in the United States aimed at combating non-con-
sensual intimate visual depictions. These include 
both authentic photos and artificial intelligence-gen-
erated deepfake images that are published online 
with the intent to harass or harm. The law applies 
to “covered platforms”, defined as public-facing 
websites or apps that host user-generated content. 
It requires them to remove such intimate images 
within 48 hours of receiving a valid takedown 
notice. Criminal and civil penalties are imposed on 
anyone who knowingly publishes or threatens to 
publish such imagery without consent. Violators 
may face fines, imprisonment (up to two years for 
adult victims, longer if minors are involved) and 
mandatory restitution. The legislation also requires 
platforms to create and publish a user-friendly take-
down process within one year of enactment. At pres-
ent, the Act explicitly excludes private, encrypted 
communications, such as on WhatsApp or Signal.

Key elements

•	 Platform takedown obligations: Covered plat-
forms must establish a formal notice process 
requiring them to act within 48 hours of receiving 
a notice to remove content and attempt to delete 
all known copies.

•	 Criminalization of non-consensual intimate 
imagery: Publishing or threatening to publish 

intimate visual content (both real and artificial 
intelligence-generated) without consent, when 
intended to harm, is prohibited. The law applies 
to adults and minors, irrespective of their gender.

•	 Enforcement and penalties: Violators face resti-
tution obligations and criminal sanctions, includ-
ing imprisonment and fines.

•	 Good-faith protections: The law protects bona 
fide takedown requests and applies to hosting 
platforms. 

Allow States and Victims to Fight Online 
Sex Trafficking Act/Stop Enabling Sex 
Traffickers Act (FOSTA-SESTA), 2018, 
United States

The FOSTA-SESTA legislative package amended 
the Communications Decency Act (Section 230)68 
to clarify that online platforms are not immune 
from liability under federal or state law for know-
ingly assisting, supporting or facilitating sex traffick-
ing. It created new federal offences related to the 
promotion or facilitation of prostitution, including 
where such conduct involves reckless disregard 
that contributes to sex trafficking. The law enables 
both victims-survivors and state attorneys general 
to bring civil actions against entities that knowingly 
facilitate such crimes.

Key elements

•	Amendment to Section 230: This narrows liabil-
ity protections for interactive computer services, 
allowing prosecution and civil suits for the facil-
itation of sex trafficking.

•	New criminal offence (18 U.S.C. § 2421A): 
This prohibits owning, managing or operating an 
interactive computer service with the intent to 
promote or facilitate prostitution, with enhanced 
penalties where sex trafficking is involved.

•	 Civil remedy: Victims-survivors gain the right to 
sue entities that violate § 2421A if they partici-
pated in sex trafficking.
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•	 State enforcement: State attorneys general are 
authorized to bring civil actions in federal court 
against violators.

•	 Relevance to TF VAWG: The law represents a 
high-profile example of a national legal reform 
aimed at curbing the online facilitation of sexual 
exploitation, including trafficking, by imposing 
legal duties on platforms.

3.    ONLINE SAFETY AND CYBERLAWS 
THAT ADDRESS TECHNOLOGY-
FACILITATED VIOLENCE AGAINST 
WOMEN AND GIRLS

Online Safety Act, Australia

Australia’s Online Safety Act 202169 aims to enhance 
online safety and protect individuals from online 
harms, including TF VAWG. While not uniquely 
focused on TF VAWG, it establishes a robust legal 
framework that places significant responsibility 
on digital platforms, social media companies and 
online service providers to manage and remove 
harmful content. The law empowers the eSafety 
Commissioner, Australia’s national regulator, to 
address various forms of harmful digital conduct, 
such as cyberbullying, image-based abuse, cyber-
stalking and other forms of online harassment and 
exploitation. The eSafety Commissioner has the 
power to issue legally binding notices requiring plat-
forms to take down content that constitutes online 
abuse, including some forms of TF VAWG. 

Key elements

•	 Support for victims-survivors: The act provides 
support for victims-survivors, including access to 
legal remedies and the quick removal of harmful 
digital content. Dedicated services help individu-
als navigate the process of reporting and resolv-
ing online abuse. Victims-survivors can also 
request content removal, even if the perpetrator 
is not identified. 

•	 Responsibilities of digital service providers: 
The act requires social media platforms to imple-
ment measures to mitigate the risk of cyberbul-
lying and harassment. Hosting services must 
remove harmful content; search engines must 
delist or suppress links to harmful content upon 
the request of the eSafety Commissioner.

•	 Penalties for non-compliance: The act defines 
penalties for individuals and online platforms for 
their failure to comply with takedown notices.

•	 Education and literacy: An emphasis on public 
education on online safety includes programmes 
to prevent cyberbullying and image-based abuse. 
The act calls for raising awareness, teaching 
users to recognize and report harmful online 
behaviour, and providing resources for individu-
als to protect themselves from online harm.

Online Safety Act, Fiji

The Parliament of Fiji enacted the Online Safety Act 
201870 to provide comprehensive protection, redress 
and compensation measures for victims-survi-
vors of harmful online behaviour. While not explic-
itly focused on women and girls, the law provides 
a comprehensive legal framework to address a 
range of harmful online behaviours. It establishes 
the Online Safety Commission to support individuals 
exposed to harmful digital content. The commission 
provides services and resources to reduce harm and 
promote proactive online safety measures. 

Key elements

•	 Definition: The act defines harmful online 
behaviour as any digital communication (e.g., 
messages, images, videos or social media 
content) that is abusive, offensive or threatening, 
causing harm to the recipient. This includes cyber-
bullying, cyberstalking and image-based abuse 
(non-consensual sharing of intimate images).

•	 Protection and remedies for victims-survi-
vors: The act ensures that individuals can seek 
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content removal from digital platforms and 
access support services, including psychosocial 
support and legal assistance. Victims-survivors 
can pursue civil remedies through courts for 
damages resulting from online harm, including 
emotional distress, reputational damage and 
financial losses. 

•	 Penalties for offenders: Criminal penalties 
for individuals who engage in harmful online 
behaviour include significant fines and impris-
onment for cyberstalking, cyberbullying or the 
non-consensual sharing of intimate images. 
Specific penalties are prescribed for offences 
such as distributing harmful content or engaging 
in repeated harassment through digital means.

•	 Responsibilities of online platforms and service 
providers: The act requires online platforms 
and service providers to comply with removal 
orders and take appropriate action against harm-
ful content and behaviours. If platforms fail to 
cooperate, they may face fines or other penal-
ties. Digital platforms are held accountable for 
enabling or hosting harmful content.

•	 Preventative measures and education: Specific 
provisions aim to enhance public awareness of 
online safety and promote education on digi-
tal citizenship. The Government is tasked with 
supporting educational initiatives that teach indi-
viduals how to prevent online abuse and the impli-
cations of harmful digital behaviour.

•	 Law enforcement: The Online Safety 
Commission was established with the authority 
to act against online abuse, including by investi-
gating alleged cases and providing victims-survi-
vors with access to necessary support services. 

 CONCLUSION

This chapter shows the expansion in legislative 
responses to TF VAWG. Countries are adopting 
a range of approaches. These include integrating 
TF VAWG into comprehensive existing laws to end 

VAWG, adopting targeted legislative measures 
aimed at specific forms of TF VAWG, or passing 
broader cyber or online safety laws that include TF 
VAWG. Despite these developments, several ongo-
ing gaps and challenges are evident. These include:

1.	 Inconsistent legal coverage: The absence of 
internationally agreed definition and standards 
leads to wide variation in how TF VAWG is defined 
and addressed, leaving some forms of abuse 
unregulated in certain jurisdictions.

2.	Limited adoption of comprehensive frame-
works: Many countries rely on narrow provi-
sions, such as those specific to certain 
offences, rather than integrated laws to end 
VAWG that address the full continuum of online 
and offline violence.

3.	Gender-neutral approaches that overlook 
specific risks: Cybercrime and online safety 
laws often lack a gendered lens. They thus fail 
to address the disproportionate impacts on and 
specific needs of women and girls.

4.	Weak enforcement and platform accountability: 
Even where laws exist, enforcement is hindered 
by limited capacity, a lack of specialized training 
and an absence of binding obligations on tech-
nology companies.

5.	Privacy and rights concerns: Some legislation to 
address TF VAWG contains measures to increase 
surveillance or target disinformation. This poses 
risks of overregulating online behaviour in ways 
that could silence dissent and infringe on privacy, 
anonymity and freedom of expression.

6.	Data and evidence gaps: Limited disaggregated 
data on prevalence, prosecution and victim-sur-
vivor outcomes over time impedes assessments 
of legislative effectiveness and the ability to adapt 
laws to emerging forms of abuse.
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Preventing TF VAWG involves strategies aimed at stopping or reducing its incidence by 
addressing the drivers of VAWG, including gender inequality, harmful social norms and 
power imbalances that manifest both offline and online. Effective prevention seeks to 
both curb abusive behaviours and reshape the broader digital environment so that it is 
safer and more inclusive for women and girls. While evidence on what works to prevent 
TF VAWG is nascent, decades of work and research exist on effective prevention strat-
egies for other forms of VAWG.71 These findings informed the RESPECT Framework for 
Preventing Violence Against Women, widely used around the world. 

Growing knowledge about TF VAWG, including on 
perpetration,72 will continue to guide future work on 
prevention, including in understanding how to adapt 
tools such as RESPECT to prevent VAWG across 
the online-offline continuum. Current research 
is conducted by Equimundo in partnership with 
UN Women through a multicountry study on the 
perpetration of violence against women in online 
spaces. The research will provide insights on perpe-
trators of digital VAWG, their behaviours, tactics and 

motivations for the identification of effective preven-
tion and response.

Emerging prevention efforts highlighted in this chap-
ter include:

•	 Advocacy and movement-building that chal-
lenge harmful norms, raise the visibility of TF 
VAWG and mobilize collective action to secure 
safer digital spaces.

Photo: UN Women Africa
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•	 Awareness-raising campaigns that inform the 
public, children, parents and educators about 
online risks and prevention strategies.

•	 Educational programmes and digital literacy 
initiatives that equip women, girls and young 
people with the knowledge and skills to navigate 
digital environments safely, while promoting crit-
ical understanding of online gender dynamics.

•	 Safety-by-design and technological solutions 
developed by civil society, governments and 
private sector actors to embed protection mech-
anisms into platforms, minimize harassment and 
empower users with greater control over digital 
interactions.

Together, such efforts reflect a growing recognition 
that preventing TF VAWG requires both confronting 
the structural inequalities that enable abuse and 
pursuing innovations in the design of digital tools, 
platforms and curricula to promote safer online 
engagement for all women and girls.

1.   �ADVOCACY AND MOVEMENT- 
BUILDING 

Take Back the Tech, Global

Take Back the Tech73 is a global, collaborative 
campaign developed by the Association for 
Progressive Communications to address TF VAWG 
through survivor-led, feminist approaches. It aims 
to enable women, girls and LGBTQI+ individuals to 
take control of digital spaces, enhance their digi-
tal skills, and use technology to combat violence, 
discrimination and inequality. The campaign blends 
digital security training, victim-survivor storytelling 
and advocacy as a model for feminist Internet gover-
nance. It works through local partners who adapt 
campaign actions and resources to different legal 
and cultural contexts. Its largest annual mobiliza-
tion takes place during the international 16 Days 
of Activism Against Gender-Based Violence (25 
November to 10 December).

Key elements

•	Digital security: Equips participants with practi-
cal skills in encryption, secure communication, 
privacy and cybersecurity to protect them-
selves online.

•	Awareness-raising: Raises awareness of online 
harassment, cyberstalking and abuse, promot-
ing safer and more inclusive online spaces.

•	Digital literacy and access: Addresses the 
digital divide, increases access to technology, 
and promotes the use of tech tools for social 
change, education and awareness.

•	Victim-survivor storytelling: Creates plat-
forms for victim-survivors to share experi-
ences, build solidarity, and influence cultural 
and policy change.

•	Advocacy for policy changes: Engages in lobby-
ing and policy dialogue to protect women’s 
rights in digital spaces and advances feminist 
Internet governance.

•	Community engagement: Works with local 
and global communities to build networks for 
collective action and improve representation 
and safety for women and marginalized groups 
in technology.

TechHer NG, Nigeria

TechHer NG74 is a Nigerian non-profit organiza-
tion working to bridge the gender digital divide and 
address TF VAWG. Its programmes include digital 
safety clinics, online campaigns and capacity-build-
ing for women on privacy protection, identifying 
online abuse and safe technology use. TechHer 
NG applies an explicitly gender-focused lens, with 
particular attention to risks such as intimate image 
abuse, sextortion and harassment faced by women 
in online spaces.
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Key elements

•	Digital safety clinics: Community-based work-
shops provide hands-on training on online 
privacy, security settings and tactics to recog-
nize digital abuse.

•	Campaigns and awareness-raising: Public 
education initiatives use social media and offline 
outreach to increase women’s digital literacy 
and resilience.

•	Gender-responsive design: Programmes are 
tailored to the lived experiences and risks of 
Nigerian women and girls in online spaces.

•	Capacity-building: Training supports activists, 
journalists and women leaders to use technol-
ogy safely in advocacy and civic participation.

Clic Derechos, Argentina

Clic Derechos75  is a national outreach programme 
developed by the National Secretariat for Children, 
Adolescents and Family under Argentina’s Ministry 
of Social Development. It integrates digital rights 
education into school curricula and community initia-
tives, aiming to normalize discussions on TF VAWG 
and digital safety as part of youth education. The 
programme focuses on online threats that dispro-
portionately affect women and girls, using tailored 
pedagogical strategies such as workshops on digi-
tal safety and partnerships with local organizations 
and schools to strengthen community participation.

Key elements 

•	Youth-centred: The programme recognizes 
the importance of engaging young people to 
prevent TF VAWG and provides them with tools 
and knowledge to navigate digital spaces safely 
and responsibly.

•	Educational approach: Education for young 
people on digital citizenship promotes positive 
norms and respectful behaviours online and the 
safe use of technology. 

•	Diverse pedagogy: Combining multiple 
elements generates awareness of digital rights 
as part of broader cultural change 

•	Advocacy and empowerment: Advocacy 
encourages young people to become digital 
rights champions within their communities.

2.    AWARENESS-RAISING CAMPAIGNS

BeSmartOnline! Programme, Malta

BeSmartOnline!’76 is a collaborative effort by 
the Foundation for Social Welfare Services, 
the Directorate for Learning and Assessment 
Programmes, the Office of the Commissioner for 
Children and the Malta Police Force’s Cybercrime 
Unit. The programme aims to address growing 
concerns about online safety, particularly for chil-
dren and young people. It offers interactive work-
shops and sessions that teach students about online 
privacy, risks associated with sharing personal infor-
mation, and how to recognize and avoid potential 
dangers such as cyberbullying and online harass-
ment. It encourages community-wide efforts to 
prevent and promote safer digital behaviour. It also 
offers resources and tools to parents and educa-
tors, and empowers adults to guide young people 
in developing responsible online habits and recog-
nizing the signs of TF VAWG.

Key elements

•	Youth-focused: Raising awareness among 
younger populations helps to reduce risks in 
the medium and long term, and highlights the 
agency of women and children.

•	Support to victims-survivors: The programme 
emphasizes access to assistance for 
victims-survivors while also working to hold 
perpetrators accountable.

•	Coordination: Strengthened multistakeholder 
coordination brings together law enforcement, 
social services and other stakeholders.
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3.    EDUCATIONAL PROGRAMMES AND 
DIGITAL LITERACY

The Digital for Life Movement, Singapore 

The Digital for Life Movement,77 launched by the 
Government of Singapore in 2021, promotes digital 
inclusion, literacy and safety through partnerships 
with government agencies, educational institutions 
and technology companies. The initiative aims to 
respond to the digital needs of Singaporeans by 
providing tools and knowledge to navigate digi-
tal spaces safely. The Online Safety Digital Tools 
Resource Kit78 compiles safety features from 
major platforms and offers step-by-step guidance 
on managing privacy, controlling interactions and 
reporting harmful content. These resources help 
users, particularly children, reduce exposure to 
online violence and exploitation and access report-
ing mechanisms.

Key elements

•	Survivor-focused resources: Practical guides 
and educational materials empower users to 
manage online risks and take action against 
digital violence.

•	Multisectoral collaboration: Engagement with 
government agencies, schools, community part-
ners and technology companies promotes safer 
digital behaviour.

•	Digital for Life Fund: The fund supports proj-
ects to advance digital inclusion and make 
safety and security central to Singapore’s digi-
tal transformation.

The FTX: Safety Reboot, Global

The FTX: Safety Reboot79 is a training curriculum 
developed by the Women’s Rights Programme of 
the Association for Progressive Communications 
with a global network of trainers and activists. It 
equips women’s and sexual rights defenders with 
skills to use digital technologies safely, creatively 

and strategically, embedding feminist principles 
and care into digital security training. The curricu-
lum is community-driven and accessible, meeting 
participants where they are and valuing their existing 
knowledge. It includes six modules: creating safe 
online spaces, mobile safety, risk management, TF 
VAWG, feminist principles of the Internet and digital 
safety in storytelling. Materials are publicly available.

Key elements

•	Capacity-strengthening: The programme 
builds activist and trainer capacity to address 
digital security comprehensively and holistically.

•	Accessible: Practical, inclusive training is acces-
sible regardless of prior expertise.

•	Co-creation: Collaborative development with a 
global network has advanced a collective femi-
nist approach to technology and security.

The Youth Guide to End Online Gender-
Based Violence, Asia-Pacific 

The Youth Guide to End Online Gender-Based 
Violence80 is a toolkit developed by the 30 for 2030 
Network, a youth and civil society leadership cohort 
in Asia-Pacific, with support from UN Women. 
Designed to be accessible and social media-friendly, 
the toolkit empowers young people, victims-survi-
vors and civil society actors to take action against 
TF VAWG and build inclusive, gender-transforma-
tive digital spaces. The toolkit shares practical tips, 
highlights best practices from governments and 
non-governmental organizations (NGOs) globally, 
and provides recommendations for preventing TF 
VAWG and promoting safer online engagement. 
A second edition81 offers important updates on 
bystander interventions and working with men and 
boys as allies to end TF VAWG. 
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Key elements

•	Youth empowerment: The toolkit positions 
young people as key actors in shaping safe digi-
tal spaces, combining prevention and response 
strategies.

•	Contextual relevance: Both regional and global 
practices illustrate how to adapt responses to 
different governance and cultural settings.

•	Multistakeholder approach: Collaboration 
across governments, NGOs, tech companies 
and civil society supports comprehensive 
responses to TF VAWG.

Women’s Services Network Technology 
Safety programme, Australia

The Women’s Services Network Technology Safety82 
programme in Australia provides victims-survivors 
of domestic, family and sexual violence with tools, 
resources and training to address technology-facil-
itated abuse. The programme offers tailored guid-
ance for victims-survivors on safeguarding devices, 
accounts and online presence, and equips front-line 
workers with the skills to support victims-survivors 
in navigating digital risks. It engages in policy advo-
cacy to promote safety-by-design features in tech-
nology products and platforms.

Key elements

•	Victim-survivor resources: Practical, acces-
sible guides help victims-survivors in securing 
devices, managing privacy settings, detecting 
spyware and responding to online harassment.

•	Front-line worker training: Specialized train-
ing helps domestic and family violence service 
providers identify and address technology-fa-
cilitated abuse.

•	Tech donation programme: Partnerships with 
technology companies provide safe phones and 
devices to victims-survivors, reducing the risk of 
ongoing digital surveillance or abuse.

•	Safety-by-design advocacy: Work with indus-
try and government integrates victim-survivor 
safety considerations into technology design 
and policy.

•	Online resource library: Up-to-date, publicly 
available resources cover common abuse 
tactics and digital safety strategies.

Empowering Schools to Improve Online 
Safety by Southwest Grid for Learning, 
United Kingdom

Southwest Grid for Learning83 is a charity in the 
United Kingdom that aims at empowering schools 
to improve safety by providing a range of services 
and resources to promote safe and responsible 
technology use through education. It offers cultur-
ally sensitive and multilingual support to victims-sur-
vivors of online harm, including image-based abuse, 
harassment and sextortion. Services cater to diverse 
communities, making advice and reporting accessi-
ble regardless of language, cultural background or 
technical skill level.

Key elements

•	Educational resources: Training and guidance 
help schools, parents and communities improve 
online safety and harm prevention.

•	Culturally sensitive support: Tailored advice 
and resources for diverse cultural contexts 
improves accessibility in underserved 
communities.

•	Revenge Porn Helpline: This confidential 
service supporting adult victims of non-con-
sensual intimate image abuse is available in 
multiple languages.

•	Reporting harmful content: A national report-
ing service assists individuals in flagging and 
removing harmful online material across 
platforms.
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4.    SAFETY-BY-DESIGN AND 
TECHNOLOGICAL SOLUTIONS FOR 
PREVENTION

Stop Non-Consensual Intimate Image 
Abuse (StopNCII.org), United Kingdom

StopNCII.org84 is an initiative in the United Kingdom 
designed to support victims of non-consensual inti-
mate image abuse. It provides a secure, effective, 
free, fast and anonymous tool to help victims-survi-
vors stop their intimate images from being shared 
online, across participating platforms.  

Key elements

•	Privacy-first hashing technology: A digital 
fingerprint (hash) of each image generated 
locally ensures that the image never leaves the 
user’s device. Images cannot be uploaded, stored 
or shared. Hashes are shared with participating 
platforms to block future uploads. Participating 
companies remove any matches that violate 
their intimate image abuse policy. StopNCII.org 
periodically scans for fingerprint matches.

•	Fast takedowns and future-proof preven-
tion: The initiative flags and removes existing 
content from partner websites, and prevents 
reuploads across platforms. This reduces the 
need for repeated victim-survivor reports, lower-
ing retraumatization.

•	Support and resources: Comprehensive support 
services include legal guidance, emotional 
support resources, and connections to digital 
safety and victim advocacy organizations. NGO 
partnerships and accessible support pathways 
strengthen victim-survivor trust.

•	Multiplatform and multistakeholder collabora-
tion: Working with social media platforms, tech-
nology companies and government bodies helps 
to create a united front against non-consensual 
intimate image abuse. The initiative partners 
with over 100 NGOs and helplines globally, 
enabling wider victim-survivor reach.

Tik Tok Safety Centre, China

TikTok85 is a short-form video platform that has 
become a global cultural hub. It is especially 
popular among youth and marginalized commu-
nities. TikTok has developed a safety ecosystem 
grounded in user controls, proactive moderation, 
education and design-driven protections against 
technology-facilitated violence. 

Key elements

•	Proactive content moderation: Comment and 
keyword filters block offensive or unwanted 
content. The platform uses artificial intelli-
gence-driven content moderation and nudges 
that prompt users to reconsider harmful posts 
before publishing.

•	Default privacy settings for youth: “Private 
by default” settings for teens under 16 reduce 
grooming and coercion risks.

•	Regional and safety experts: Regional safety 
teams, including specialists on gender-based 
violence, help to maintain safe user experi-
ences on the platform.

•	Integrated safety and health hub: An in-app 
Safety Hub offers mental health resources 
and partnerships with organizations active on 
ending gender-based violence.

Photo: UN Women/Ploy Phutpheng
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Bumble Dating App safety features, 
United States

Bumble86 is a dating and social networking app 
known for its “women message first” approach and 
mission to create a safer, more respectful space for 
online dating. It applies safety-by-design principles 

through measures to prevent sexual harassment 
and image abuse as well as user empowerment.

Key elements

•	Proactive image blurring: An artificial intel-
ligence-powered feature detects and blurs 
explicit images.

•	Verified users: Photo verification helps to 
reduce impersonation and fake accounts.

•	Proactive content moderation: Proactive 
moderation limits hate speech, harassment and 
body shaming.

•	Diverse user controls: These include incognito 
mode, location restrictions and profile visibil-
ity options.

•	Built-in safety centre: An in-app Safety Centre 
provides trauma-informed resources and infor-
mation on local helplines.

Building in safety-by-design

Safety-by-design approaches embed safeguards into platforms and products, and shift responsi-
bility for online safety from users to technology companies.87 For TF VAWG, this means integrating 
features that proactively prevent sexual harassment, abuse and exploitation. 

Companies are increasingly adopting safety-by-design principles and creating tools that empower 
users to manage their digital interactions more securely. Three principles govern safety by design:88

1.	 Service provider responsibility to assess and address risks

2.	Empowering users with safety and privacy controls

3.	Upholding transparency and accountability 

Applying these principles makes digital spaces safer and more resistant to abuse. UNFPA, the UK’s 
Foreign Commonwealth and Development Office and Numun Fund, with the support of Australia’s 
eSafety Commissioner, initiated the Safety Showcase,89 a joint programme which aims to amplify 
innovators who share a passion for safe and ethical technology which places gender equality, 
inclusion and the lived experiences of women and girls at the heart of the design and development 
process.  

Photo: UN Women Americas and the Caribbean
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BlockParty, United States

Block Party90 is a third-party app that enhances user 
safety and privacy across major social media plat-
forms. Initially focused on Twitter/X, it now supports 
over a dozen platforms, helping individuals, partic-
ularly those at risk of harassment, to take control of 
their digital presence.

Key elements

•	Option to block multiple abusive accounts at 
once (bulk blocking): It also allows users to 
filter unwanted interactions.

•	User-enabled controls: Batch deletion or 
hiding old posts reduces risks of doxing or 
targeted abuse.

•	Easily customizable control settings: A 
one-click privacy setting adjustment covers 
multiple platforms.

•	Survivor-centred evidence preservation: Tools 
help manage exposure to harassment while 
preserving evidence for reporting.

Perspective API by Jigsaw, United States

Perspective API,91 developed by Google’s Jigsaw, is 
an artificial intelligence tool that identifies toxic or 
harmful language in online discussions. It assists 
platforms and moderators in filtering abusive 
comments, thereby reducing risks of exposure. 
Some limitations in its efficacy include difficulties 
in detecting sarcasm and context as well as poten-
tial algorithmic bias.

Key elements

•	Scores harmful content: The tool assigns toxic-
ity scores to comments, flagging harassment, 
hate speech and discriminatory language.

•	Preventive content moderation: Real-time 
content moderation occurs before posts go live.

•	Customizable thresholds: Platforms can set 
customizable content moderation levels.

•	User feedback: This encourages healthier 
online dialogue.

Photo: UN Women Africa
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 CONCLUSION

This chapter highlights the expanding range of 
prevention measures for TF VAWG, from aware-
ness-raising campaigns and digital literacy 
programmes to safety-by-design innovations. While 
these initiatives demonstrate important progress, 
persistent gaps remain. These include:

1.	 Burden on individuals: Many initiatives still rely 
on women and girls to safeguard themselves 
online, without sufficiently addressing systemic 
drivers such as misogyny, gender inequality and 
discriminatory platform design.

2.	Weak links to offline prevention: Few efforts 
draw on proven offline VAWG prevention strat-
egies – such as norms change, transforma-
tive education and community mobilization 
– to address the root causes of digital violence 
against women and girls.

3.	Inconsistent adoption of safety-by-design: 
While some companies have integrated proac-
tive protections, uptake remains uneven across 
platforms. Protections are often voluntary rather 
than mandated.

4.	Limited reach and inclusion: Prevention 
initiatives frequently focus on urban, digitally 
connected populations, leaving rural communi-
ties, those with low digital literacy and marginal-
ized groups underserved.

5.	Fragmented and short-term: Many interventions 
remain pilot-based or donor-dependent, with 
limited pathways to sustainability and scale.

6.	Insufficient funding for research to develop, test 
and evaluate interventions: Shortfalls constrain 
implementation of the Technology-Facilitated 
Gender-Based Violence Shared Research 
Agenda and efforts to fill evidence gaps related 
to generative artificial intelligence.

7.	Need for partnerships: More cross-sector collab-
oration is essential to generate stronger, more 
relevant evidence and responses.

8.	Insufficient evidence: Few prevention measures 
are rigorously evaluated, hindering understand-
ing of what works and limiting opportunities to 
strengthen policy and practice.

Photo: UN Women/Fahad Abdullah Kaizer
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Increasing recognition of TF VAWG as a serious threat has made the development of 
effective response mechanisms a global priority. National governments, civil society 
and technology companies are investing in measures to support victims-survivors, 
improve accountability and strengthen institutional capacity.

Several trends are emerging:

•	Expansion of victim-survivor services: Countries 
are beginning to integrate TF VAWG into exist-
ing psychosocial, legal, health and digital safety 
services. Although access remains uneven and 
often underresourced, trauma-informed and 
survivor-centred approaches are gaining traction 
as essential foundations of effective responses.

•	Growth of digital reporting and safety tools: 
Platforms and independent developers are creat-
ing tools that enable victims-survivors to report 
abuse, remove harmful content and manage 
online risks more effectively. While promising, 
these tools are not yet universally accessible or 
consistently applied across platforms.

Photo: UN Women/Pathumporn Thongking
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•	 Specialized law enforcement and detection 
measures for minors: Agencies are adopting new 
technologies to detect online child sexual exploita-
tion and trafficking. But these responses often lack 
a gender lens. Girls are disproportionately targeted 
for grooming, coercion and sextortion. 

•	 Cross-border and multistakeholder collabora-
tion: The transnational nature of TF VAWG contin-
ues to challenge national responses, prompting 
greater international cooperation, data sharing and 
public-private partnerships.

•	 Persistent gaps in reach and accountability: 
Despite progress, many response mechanisms are 
pilots, fragmented or voluntary. Victims-survivors 
in marginalized or rural communities face signifi-
cant barriers to access. Platform accountability 
often relies on self-regulation rather than binding 
obligations.

1.    DIGITAL TOOLS FOR VICTIM-
SURVIVOR SUPPORT AND 
SERVICE DELIVERY

The Cybercrime Prevention against Women 
and Children, India 

The Cybercrime Prevention against Women and 
Children Scheme92 in India is a government initiative 
to create a National Cybercrime Reporting Centre. 
The scheme seeks to prevent digital violence through 
research and development, training, awareness-rais-
ing and deterrence. It strives to educate the public 
about cyberthreats and safe online practices, and to 
establish accessible and efficient channels for report-
ing cybercrimes. It trains law enforcement agencies 
to handle cybercrime cases effectively. It also advo-
cates for strengthening laws with stringent actions 
against perpetrators. The Government has imple-
mented the scheme under the Nirbhaya Fund.93

Key elements

•	 School-based programming: School curricula 
have integrated cybercrime and cyberhygiene 
awareness components; awareness campaigns 

on types of cybercrimes and staying safe take 
place through a web portal and mobile apps.

•	 Strengthening the capacities of the justice 
system: Long-term courses and other avenues 
build the capacities of the central and state police 
forces, prosecutors and judicial officers on detec-
tion, investigation and forensic evidence.

•	 Reporting mechanism: The Online Cybercrime 
Reporting Portal provides a central repository 
of reported cases to inform an annual analytical 
report on cybercrimes.

Bloom, United Kingdom

Bloom94 is an online platform created by Chayn, a 
civil society organization that supports victims-sur-
vivors of TF VAWG globally. Bloom provides support, 
resources and guidance on managing online abuse. 
It helps victims-survivors safely navigate legal and 
other technical steps to address TF VAWG while 
providing mental health resources and referrals to 
counselling and other services.

Key elements

•	 Provides a safe space for victims-survivors: 
All interactions are confidential and private so 
victims-survivors may seek support without fear 
of information becoming public

•	 Applies a trauma-informed approach: This 
includes acknowledging and responding to the 
impact of trauma on the user, using supportive 
and non-judgmental language. 

•	 Offers resources for digital safety: Resources, 
including on how to secure accounts or phones 
and other privacy settings, help victims-survivors 
recover control of their online presence. 

•	 Supports victims-survivors to make plans to 
stay safe online: Empowering victims-survivors 
with information helps them to reclaim their 
agency and make decisions, including on their 
digital security. Support helps victims-survivors 
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to think through safety plans and guides them in 
setting up a support network. 

•	 Provides information about direct service 
providers to support victims-survivors: A global 
directory of support services helps victims-survi-
vors access direct support as needed.

The National Centre for Digital Sexual Crime 
Response, Republic of Korea 

The National Centre for Digital Sexual Crime 
Response95 in the Republic of Korea provides round-
the-clock support to victims-survivors. It is an initia-
tive of the Women’s Human Rights Institute of Korea, 
under the Ministry of Gender Equality and Family, 
and the National Centre for Digital Sexual Crime 
Response. First established in 2018,96 the Centre 
was formally recognized as the central institution for 
responding to digital sexual crimes in 2025. It offers 
survivor-centred, law-based and technology-enabled 
action to report TF VAWG and extend support to 
victims-survivors. Teams provide counselling and 
help victims-survivors remove harmful and non-con-
sensual images, whether real or deepfake. Artificial 
intelligence technology is used to proactively identify 
harmful content, resulting in the identification of more 
than 3 million cases of illegal content to date. 

Key elements

•	Acts as a one-stop service centre for victims- 
survivors: The Centre provides specialized 
support for victims of digital sexual violence, 
including referrals for medical, legal and inves-
tigative assistance.

•	 Uses artificial intelligence to proactively flag 
and remove harmful content: It monitors the 
(re)distribution of real and deepfake non-consen-
sual images and provides victims-survivors with 
detailed takedown reports. 

•	 Facilitates referrals: A national referral portal is 
available for both law enforcement and victim 
support agencies. 

Pirth.org, Denmark and United States

Pirth.org is a global online resource hub to connect 
victims-survivors of online violence – including 
cyberbullying, doxing, exploitation, harassment and 
image-based abuse – to relevant, localized support. 
The platform provides tailored guidance on legal 
options, privacy checks and digital safety measures 
based on the user’s location and needs. Victims-
survivors have reported that they most appreci-
ate its comprehensive, survivor-centred design 
and its ability to reduce the burden of navigating 
fragmented services. It covers over 50 countries 
across Africa, Asia, Europe, Latin America, Northern 
America and Oceania. 

Key elements

•	Personalized resource matching: The plat-
form directs victims-survivors to country-spe-
cific legal information, helplines and safety tools 
based on their location and the type of abuse.

•	Comprehensive scope: It addresses multiple 
forms of online sexual exploitation, including 
intimate image abuse, sextortion, grooming and 
related harms.

•	Victim-survivor-centred design: It prioritizes 
confidentiality and accessibility, with guidance 
available in multiple languages and formats.

•	Global reach: A verified database of services and 
partners in over 50 countries helps victims-sur-
vivors find support regardless of jurisdiction.

•	Evaluation insights: Consolidating resources 
in one place reduces retraumatization; regu-
lar updates help keep information current and 
abreast of emerging threats.

Safety Net Project of the National Network 
to End Domestic Violence, United States

The Safety Net Project,97 operated by the National 
Network to End Domestic Violence in the United 
States,98 helps victims-survivors of domestic and 
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sexual violence to navigate risks of technology-re-
lated abuse. It provides guidance on documenting 
incidents, compiling evidence and reporting abuse 
to platforms or authorities. It also trains service 
providers and advocates to assist victims-survivors 
in understanding their technology risks, enhanc-
ing their safety and exercising their rights in digi-
tal spaces.

Key elements

•	Documentation support: The project offers 
step-by-step guidance for victims-survivors to 
collect and preserve evidence of online abuse, 
harassment or exploitation.

•	Reporting assistance: It helps victims-survivors 
navigate reporting processes for platforms, law 
enforcement and regulatory bodies.

•	Training for advocates: Building the capacity of 
front-line service providers helps them to recog-
nize, respond to and prevent technology-facili-
tated abuse.

•	Technology safety resources: A library 
compiles survivor-focused safety and privacy 
guides for different platforms and devices.

2.    DEDICATED HELPLINES 

The Cyber Harassment Helpline, Pakistan

The Cyber Harassment Helpline99 was first set up 
by the Digital Rights Foundation in 2016. It was the 
first dedicated, toll-free helpline for victims-survi-
vors of online harassment and violence in Pakistan. 
It provides free, safe and confidential services to 
victims-survivors who face or have faced harass-
ment in digital spaces, including legal advice, digi-
tal security support, psychological counselling 
and referrals. The helpline actively works to reach 
marginalized groups, particularly minorities dispro-
portionately targeted by online violence. 

Key elements

•	Multiple channels: Different communications 
channels (phone, email, social media) make the 
helpline widely accessible. 

•	 Intersectional approach: Services in multiple 
languages respond to the needs of minorities 
who experience higher levels of online violence. 

•	Confidential support and referrals: Victims-
survivors obtain confidential support and refer-
rals to different services.

•	Safe space: Victims-survivors gain a safe 
environment to share their experiences with-
out judgment.

Speak Up Helpline, Egypt

The Speak Up Helpline100 is an Egyptian feminist 
initiative providing confidential, survivor-centred 
support to individuals experiencing online black-
mail, harassment and other forms of TF VAWG. It 
combines psychosocial and legal assistance with 
practical digital safety measures, addressing both 
the immediate harms and longer-term impacts of 
online abuse.

Key elements

•	Access to justice: Legal guidance and referrals 
to trusted lawyers support victims-survivors in 
pursuing justice.

•	Mental health support: Victims-survivors can 
reach trained psychologists offering confidential 
psychosocial support.

•	Content removal: The helpline assists with 
content removal across major social media plat-
forms, following up to ensure harmful material 
is fully taken down.

•	Survivor-centred approach: A feminist and trau-
ma-informed approach prioritizes victim-survi-
vor autonomy, confidentiality and dignity.
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Cyber Civil Rights Initiative, United States

The Cyber Civil Rights Initiative101 is a non-profit orga-
nization based in the United States that is dedicated 
to combating non-consensual intimate images (still 
and video), sextortion and other forms of intimate 
image abuse. It operates a crisis helpline, provides 
safety planning and legal resources, and engages in 
policy advocacy to strengthen legal protections for 
victims-survivors. Its survivor-centred approach has 
informed state and federal legislative reforms, and its 
resources are accessed globally.

Key elements

•	 Crisis helpline: The initiative offers confidential 
support, safety planning and emotional assis-
tance to victims-survivors of non-consensual 
pornography and related abuses.

•	 Legal resource bank: Guidance is available 
on relevant laws and reporting mechanisms in 
each state.

•	 Policy advocacy: The initiative has contributed to 
drafting and promoting non-consensual pornog-
raphy laws across multiple states.

•	 Public education: An extensive library offers 
educational materials on image-based abuse 
and victim-survivor support strategies.

Netsafe, New Zealand 

Netsafe is New Zealand’s “approved agency” under 
the Harmful Digital Communications Act, mandated 
by the Ministry of Justice to receive and investigate 
complaints about harmful digital communications. 
Netsafe works to resolve cases through non-legal 
means and provides education and policy guidance 
on online safety. Its approach focuses on practical 
resolution, aiming to stop harmful behaviour and 
remove abusive content quickly, without requiring 
court interventions unless necessary.

Key elements

•	 Complaint resolution: Netsafe investigates 
harmful digital communication complaints and 
seeks to resolve them through advice, negotia-
tion, mediation and persuasion.

•	 Escalation to courts: When cases cannot be 
resolved, it supports complainants in applying 
to the District Court, which may order removal or 
the disabling of harmful content.

•	 Collaboration: Strong relationships with domes-
tic and international service providers improve 
enforcement and strengthen content removal 
mechanisms.

•	 Education and policy: Public guidance and 
resources on safe online practices contribute 
to prevention and cultural change around digi-
tal safety.

3.    LAW ENFORCEMENT AND ACCESS 
TO JUSTICE 

The High-Level Network on Gender 
Responsive Policing, guidance on 
addressing TF VAWG, global

The High-level Network on Gender-Responsive 
Policing was inaugurated in June 2024 during the 
Fourth United Nations Chiefs of Police Summit. It 
demonstrates strong Member State commitment 
to advancing gender-responsive policing, including 
strengthening institutions, preventing and responding 
to sexual and gender-based violence and ensuring 
perpetrator accountability. 

Chaired by Chile, the Netherlands and Senegal, the 
network as of November 2025 comprises 21 Member 
States, with France leading Members in developing 
joint action on addressing TF VAWG. UN Women is 
Secretariat to the High-Level Network, and together 
with two of the Network’s other Advisory Members, 
UNODC and UNDP, has developed guidance for police 
on preventing and responding to TF VAWG.102 
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Key elements

•	  Enhanced response: The global guidance helps 
police fully appreciate the severity of TF VAWG 
and provides them with examples of promising 
practices on institutional responses, including 
capacity-strengthening, prevention and fostering 
multi-stakeholder partnerships. 

•	  Improved reporting: The guidance covers 
reporting entry points for TF VAWG that are survi-
vor-centred and trauma-informed, and which 
consider the needs of all women and girls.

The Women and Children Cybercrime 
Protection Unit, Philippines

The Women and Children Cybercrime Protection 
Unit103 is a specialized unit within the Philippine 
National Police’s Anti-Cybercrime Group. Established 
to address TF VAWG, it investigates and prevents 
cases. The unit focuses on addressing online sexual 
exploitation of women and children, cyberstalking, 
sextortion, non-consensual sharing of intimate 
images, and online grooming and luring. It works 
closely with local partners, including NGOs and 
tech platforms, to identify perpetrators and protect 
victims-survivors. 

Key elements

•	 Access to support services: The unit supports 
victims-survivors to access services, including 
psychological support. 

•	 Capacity-building: Internal training and skills 
development help officers provide trauma-in-
formed responses to TF VAWG.

•	 Assistance in reporting cases of TF VAWG: 
Support aids victims-survivors in filing cases 
under relevant laws.

•	 Raises awareness: Awareness campaigns take 
place on various forms of TF VAWG.

Violence Against Women and Girls 
Taskforce, National Centre for Violence and 
Public Protection, United Kingdom

The Violence Against Women and Girls Taskforce 
was set up by the National Centre for Violence and 
Public Protection in 2021 to support a coordinated 
policing response to VAWG. The taskforce has initi-
ated several actions focused on technology-facili-
tated and online VAWG.104

Key elements

•	 Adapted services: The taskforce has rolled out 
new national online reporting and advice services 
for TF VAWG offences, including deepfakes and 
other image-based abuse, online stalking and 
sexual harassment, towards dismantling barriers 
to reporting. 

•	 Training: The College of Policing developed an 
e-learning syllabus on digital investigation meth-
ods and tools aimed at front-line officers and 
staff. It includes a dedicated module on investi-
gating technology-facilitated abuse and stalking. 

•	 Collaboration framework: A tech working 
group was created with the VAWG and Rape 
and Serious Sexual Offences Taskforce as a 
platform for collaboration, making links to the 
Home Office, Crown Prosecution Services, 
Police Digital Service, other forces and the VAWG 
Taskforce. The working group provides a plat-
form for police and partners to engage with tech 
suppliers.

Digital Platform for Victims of 
Cyberharassment, France

A digital platform run by the Ministry of the Interior in 
France provides 24/7 support to victims-survivors of 
cyberharassment,105 allowing them to chat online with 
police officers specifically trained to respond to these 
cases. Victims-survivors can obtain support and are 
accompanied to file complaints in cases of insults 
and hate speech, hacking, doxing, non-consensual 
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intimate image-sharing and digital domestic violence, 
among other forms of TF VAWG. 

Key elements

•	 Reporting assistance: Victims-survivors 
can obtain help from a police officer to file a 
complaint, before being referred to appropriate 
legal services, local victim support partners, 
psychologists and legal information centres for 
comprehensive and personalized care.

•	 Round-the-clock service provision: The platform 
is free and accessible 24 hours a day, 7 days a 
week, from a computer, tablet or smartphone. It 
is also intended for witnesses, relatives of victims 
and professionals.

•	 Trained service providers: Approximately 50 
police officers and gendarmes are trained and 
available to assist victims-survivors with neces-
sary procedures, based on their respective cases.

The Cybercrime Online Reporting 
System, Mauritius

The Mauritian Cybercrime Online Reporting System106 
is a national online system that allows the public to 
report cybercrimes securely. It provides advice on 
recognizing and avoiding common cybercrimes on 
social media.

Key elements

•	 Coordinated multisectoral action: The system 
was set up through collaboration among vari-
ous stakeholders, including the Ministry of 
Information Technology, Communication and 
Innovation; the Computer Emergency Response 
Team of Mauritius; the Attorney General’s Office; 
the Cyber Crime Unit; the Information and 
Communication Technologies Authority and the 
Data Protection Office.

•	 Awareness of digital safety: The system 
provides education on different forms of digital 

violence and concrete tips on prevention and 
protection from cybercrimes on social media.

4.    REPORTING MECHANISMS, 
PLATFORM ACCOUNTABILITY  
AND FACT-CHECKING

Instagram reporting mechanism, global

Instagram provides robust reporting tools to support 
users experiencing TF VAWG. These tools allow 
victims-survivors to report abusive content of online 
abuse (e.g., harassment, bullying, intimate image 
abuse), block or restrict harmful accounts, and 
access safety resources. Instagram focuses on user 
privacy, easy access to support and effective content 
moderation to create a safer online environment.

Key elements

•	 Online reporting: Users can report posts, 
comments, stories, direct messages and entire 
accounts for harassment, bullying and image-
based abuse.

•	 Confidentiality: Anonymous reporting protects 
the identity of the victim-survivor.

•	 Access to resources: Resources on self-care, 
legal rights and emotional support include 
a safety centre with information on how to 
report abuse, access support and improve 
privacy settings.

YouTube flagging system, global

YouTube’s flagging system107 is core to its 
Community Guidelines and reporting mecha-
nisms. It allows users to report content (e.g., 
videos, comments, live chats, channels and play-
lists) that violates policies, including hate speech, 
sexual harassment, threats, sexual content, privacy 
breaches and other harmful behaviour. Reports 
are processed using a combination of automated 
systems and human moderators, helping to identify 
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harmful content and remove it quickly and efficiently. 
YouTube partners with governments and NGOs108 
to escalate serious violations, especially cases of 
online abuse and TF VAWG.

Key elements

•	Reporting menu: This includes a structured 
reporting menu, artificial intelligence-enhanced 
content detection and a three-strike enforce-
ment policy for repeat offenders. 

•	Reporting transparency: The system provides 
transparency on the status of reports and noti-
fies offending content creators of strikes or take-
downs with an option to appeal. 

•	Proactive safety features: Safety tools for 
channel owners include comment moderation 
filters, blocked word lists and tools to hide or ban 
abusive users. For content involving urgent or 
serious threats, YouTube’s internal teams may 
work with law enforcement or crisis response 
channels. 

Rappler disinformation and 
misinformation services, Philippines

Rappler is an online news site in the Philippines, 
founded in 2012. It is active in investigative journal-
ism, explanatory journalism and civic engagement, 
and monitors governmental power, tracks corrup-
tion and examines democratic governance. Its 
mission includes combining journalism, community 
and technology to hold power to account. Rappler 
notably provides services on disinformation and 
misinformation.

Key elements

•	Fact-checking: Rappler IQ is a fact-checking 
unit to monitor claims in the public sphere 
that might be false or misleading, verify them 
using primary sources and publish articles to 
correct facts.

•	Monitoring disinformation networks: Rappler 
uses data analytics, social media monitoring and 
research to identify how disinformation spreads, 
including to detect fake accounts and observe 
patterns in the spread of false narratives. 

•	Media literacy/public awareness: Rappler 
promotes media literacy through fact-checking 
videos, webinars on fact-checking methodol-
ogies and media and information literacy, and 
community groups on social media platforms. 

•	Technology tools and research: Rappler 
embeds technology, data and research in its 
operations to map the spread of disinformation 
and analyse who is behind it and how it is shared.

Meta’s Women’s Safety Efforts

Meta, the parent company of social media platforms 
including Facebook, Instagram, and WhatsApp 
asserts that it recognizes the potential of the 
Internet and digital platforms for women’s empow-
erment, when they are able to use it safely. Meta has 
established a Global Women’s Safety Expert Group109  
that it convenes to inform the development of its 
policies, tools and resources. 

Key elements

•	5 pillar approach to women’s safety: Meta 
bases its approach to women’s safety on five 
essential pillars, including: Policies (including 
community standards), Tools for protecting 
yourself online, Help including a virtual help 
centre with step-by-step guidance to protect 
yourself against threats, Partnership including 
its Global Women’s Safety Expert Advisors, and 
Feedback to gather user input to inform policies 
tools and resources. 

•	Multisectoral expert input: Meta’s Women’s 
Safety Expert Advisors represent diverse stake-
holders, including academic, civil society organ-
isations, human rights activists, representatives 
of multilateral organisations, and policymakers.
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 CONCLUSION

This chapter demonstrates the growing range of 
response mechanisms to TF VAWG, from victim-sur-
vivor support services and helplines to specialized 
law enforcement units and platform-based reporting 
tools. These are critical steps forward, but persistent 
gaps remain. These include:

1.	 Barriers to access and inclusion: Many mecha-
nisms depend on Internet access, digital literacy 
and dominant language fluency, excluding rural 
and marginalized groups, and people and places 
with limited connectivity.

2.	Limited survivor-centred practice: Services 
often lack adequate trauma-informed training 
and resources, undermining the safety, dignity 
and agency of victims-survivors.

3.	Fragmented systems: Weak coordination 
between police, justice, health services and civil 

society leads to inconsistent referrals, delays and 
gaps in protection.

4.	Uneven platform accountability: Company report-
ing tools vary widely in effectiveness, transparency 
and timeliness, with little external oversight.

5.	Low trust in authorities: Victims-survivors may 
avoid reporting due to fear of retaliation, stigma 
or lack of confidence in the capacity of justice 
systems to respond.

6.	Insufficient cross-border cooperation: Existing 
legal and operational frameworks have not kept 
up with the transnational nature of TF VAWG, 
leaving many cases unresolved.

7.	Lack of evidence on the impact of policies and 
regulations: Many policies and regulations have 
been introduced in recent years, yet without eval-
uation to assess their impact and efficacy.
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THE WAY 
FORWARD
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The examples and trends documented in this Compendium show that while global, 
regional and national actors are increasingly recognizing and addressing TF VAWG, 
progress remains uneven, fragmented and often reactive. Legal and policy advances, 
prevention initiatives and response mechanisms have laid important groundwork. But 
significant gaps persist in definitions, enforcement, prevention, inclusion, coordina-
tion and accountability. To close these gaps and keep pace with a fast-evolving digital 
environment, collective action must be sustained, targeted and informed by the lived 
realities of victims-survivors and the emerging evidence base. 

The following recommendations build on the 
findings from the Secretary-General’s report110 with 
a focus on multilateral action for strengthened natio-
nal implementation based on lessons learned:

1.	 Adopt a harmonized global definition and 
standards The absence of a universally agreed-
upon definition of TF VAWG leads to fragmented 
interpretations and inconsistent protections. 

Building consensus on a clear, inclusive, survi-
vor-centred definition would reduce fragmenta-
tion, enable coherent cooperation, and provide a 
common basis for monitoring and accountabil-
ity. Standards should be translated into legal and 
policy frameworks that are context and culturally 
specific to reflect the different harms and mani-
festations of TF VAWG in different regions and 
countries.
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50 GLOBAL TRENDS TO PREVENT AND RESPOND TO TECHNOLOGY-FACILITATED 
VIOLENCE AGAINST WOMEN AND GIRLS: A COMPENDIUM OF EMERGING PRACTICES

2.	Operationalize legal and policy framework
Many global and regional commitments remain 
aspirational or lack enforcement. National laws 
must move beyond high-level statements to 
enact gender-responsive frameworks that cover 
the continuum of online and offline violence, 
backed by resources for enforcement, protec-
tion and prevention.

3.	Enhance technology company accountability
Platforms remain central to shaping digi-
tal spaces, yet face few binding obligations. 
Enforceable safety-by-design standards, manda-
tory transparency reporting and independent 
audits should be introduced. Accountability 
frameworks must include clear penalties for 
non-compliance, alongside incentives to embed 
victim-survivor safety in platform design, moder-
ation and business models. 

4.	Strengthen prevention strategies 
Prevention remains underdeveloped relative to 
legislative and response measures. Governments, 
civil society and technology companies should 
scale up approaches that address the root causes 
of digital abuse – gender inequality, harmful 
norms and power imbalances – while adapting 
proven offline VAWG prevention models. Priorities 
include transformative, gender equality-focused 
education; awareness campaigns co-designed 
with youth and affected groups; investment in 
digital literacy and safety skills; and embedding 
safety-by-design principles into technology devel-
opment. Prevention must reach rural and margin-
alized groups and those with low connectivity, not 
just digitally connected populations.

5.	Ensure survivor-centred and trauma-informed 
responses 
Responses must guarantee the rights, dignity 
and agency of victims-survivors. Governments, 
civil society organizations and service providers 
should ensure that services are widely acces-
sible, confidential and culturally appropriate. 
Strengthened referral pathways linking the police, 
judicial system, healthcare, psychosocial support 
services and digital safety services are critical. 

Victims-survivors must be meaningfully engaged 
in shaping policies, programmes and platform 
tools. States should develop early warning indica-
tors and systems to identify online violence that 
can escalate to offline violence.

6.	Invest in implementation capacity and support 
civil society 
Without capacity for implementation, laws and 
policies remain ineffective. Investment is needed 
to train law enforcement, the judiciary, regula-
tors and service providers on survivor-centred 
approaches to responding to TF VAWG. Civil soci-
ety and non-governmental organizations, often 
the first responders when State services are 
absent, must be adequately resourced to work on 
prevention, advocacy and direct service provision, 
recognizing their unique roles in bridging gaps.

7.	Prioritize the most vulnerable and 
at-risk groups 
Certain groups – including women in public 
life, feminist activists, LGBTQI+ individuals, 
girls, women with disabilities and those from 
minoritized communities – face disproportion-
ate risks. Interventions must be tailored and 
accessible across languages, cultural contexts 
and connectivity levels. Responses to online 
child sexual exploitation must adopt a gender 
lens to recognize the distinct vulnerabilities of 
girls, while addressing the needs of boys and 
LGBTQI+ children.

8.	Advance cross-border cooperation and 
strengthen coordination and multistakeholder, 
cross-sectoral approaches 
TF VAWG is transnational. Stronger mechanisms 
for joint investigation, information-sharing and 
victim-survivor support across jurisdictions 
are essential. International cooperation should 
uphold human rights standards to balance 
safety, accountability and privacy. Fragmentation 
undermines impact. Governments, civil society 
organizations, tech companies, academia and 
international bodies should establish structured 
mechanisms for alignment, resource-sharing 
and joint strategies. Coordination should take 
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place nationally, regionally and globally. States, 
United Nations entities and other stakeholders 
should prioritise working together with technol-
ogy companies to develop clear international 
standards and a framework for responding 
to TF VAWG.

9.	Expand research, monitoring and 
evidence-building 
Data on TF VAWG remain inconsistent, fragmented 
and rarely disaggregated. Investment in regular, 
comparable, gender-sensitive data collection is 
needed to measure the prevalence, impact and 
effectiveness of interventions. Evaluations of laws, 
policies and programmes must feed back into 
practices and inform updates to this Compendium 
so it remains a living resource. Targeted support 
to advance the Technology-Facilitated Gender-
Based Violence Shared Research Agenda would 
enable scholars and practitioners, particularly in 
low- and middle-income countries, to lead research 
that is relevant, responsive and capable of inform-
ing action.

Addressing TF VAWG is not solely a technologi-
cal challenge. It is a societal imperative. Progress 
requires political will, coordinated multistakehol-
der action, and sustained investment in prevention, 
protection and accountability. The priorities outlined 
here form an interconnected roadmap; progress in 
one area reinforces progress in others. By acting on 
these priorities and adapting them as new evidence 
emerges, governments, civil society, technology 
companies and international actors can build safer, 
more equitable digital spaces for all women and 
girls, in all their diversity.
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